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Abstract 
Heritage Building material recognition is the process of classifying building materials based on their visual appearance. It is 
important in construction, urban planning, and archaeology. Image analysis is a common approach, starting with acquiring 
RGB images, then extracting features using techniques such as colour histograms and texture analysis, and clustering the 
materials into groups using algorithms like k-means. Finally, the materials are classified into categories using classifiers like 
decision trees, SVM, or neural networks. Image analysis is a useful tool for building material recognition, as it allows for 
accurate classification of building materials based on their visual characteristics. 
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Introduction 

Building material recognition is the process of identifying and classifying different materials used in construction based on their 

visual appearance [1]. This task is critical in various fields such as construction, urban planning, and archaeology, as it provides 

important information about the composition of buildings and structures. With the development of artificial intelligence and the 

increasingly urgent need to allow these entities to autonomously recognize not only forms but also materials, research dedicated to 

implementing these methods is making giant steps [2]. 

The common approach to building material recognition is through Image Analysis, where an image of a building or a portion of 

it, named Region of Interest (ROI), is captured, and processed to extract features that can be used to classify all the building 

materials present in it. The process starts with acquiring RGB (Red, Green, and Blue channels) images, which provide a rich 

representation of the visual characteristics of each building material [3]. Next, various image pre-processing and processing 

techniques such as colour histograms, texture analysis, or edge detection are applied to extract features that can distinguish among 

different building materials. These techniques help to identify the unique characteristics of each material, such as its colour, texture, 

and shape. The extracted features are then used to cluster the building materials into different groups using algorithms such as k-

means, hierarchical clustering, density-based clustering, and artificial intelligence clustering. The choice of algorithm depends on 

the nature of the data and the specific requirements of the application [3–5]. 

Finally, the building materials are classified into different categories based on their features, a process known as material 

classification. Various classifiers can be used, including decision trees, support vector machines (SVM), and neural networks. The 

choice of classifier depends on the nature of the data and the specific requirements of the application [4–6]. Pagnotta et al. [7–11] 

have experimented in various application fields the potentialities of using image analysis in the field of cultural heritage and 

geological material analysis, both at the macro and micro scale, using different image data acquisition sources. Lee et al. [12] report 

a critical review on the use of smartphones in the field of geosciences, analyzing their future perspectives, while Daffara et al. [13] 

show some specific applications of these devices in the field of cultural heritage. Ramacciotti et al. [14] used smartphone imaging 

combined with other analytical techniques to allow the classification of different types of building mortars present in the Torre de 

Silla (Spain) and in the Fuengirola’s castle (Spain). This work represents a very specific application of using only a small CCD 

sensor, equipped on a commercial smartphone, for scientific and analytical purposes. In this work, we want to explore the 

possibility of using such kind of device sensors, such as those mounted on smartphones, gimbal camera and small drones, which 

are increasingly widespread in the field of documentation for cultural heritage, to distinguish between different types of 

geomaterials due to their colour features and textures. Furthermore, we want to test the ability to distinguish colour alterations that 

are due to natural and environmental degradation of the rock. In this work, we tested the effectiveness of a small-scale CCD sensor 

mounted on a mid-range commercial smartphone, for the segmentation of different materials present in a portion of the masonry of 

the church of S. Paolo in Ripa d'Arno. The ROI image was processed using the Otsu grayscale tresholding algorithm [15], the 

triangle method [16] and k-means [17] clustering on the pre-processed RGB image only. For the implementation of the artificial 

intelligence, a self-organized Kohonen network (SOM) was used, carrying out a further processing of the primary image [18], 

performing colour space transformations and extracting other information such as entropy [19], standard deviation [20]  and pixel 
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range [21], useful for reinforcing the input data to the neural network. The first results show how these small sensors can be 

efficient in recognizing different materials, with very large chromatic variations, and some forms of their degradation due to the 

nature of the rock and their interaction with the surrounding environment. 

 

Material and Methods 

For the purposes of this work, we selected the façade of S. Paolo in Ripa d’Arno Church, a historical and cultural interest 

building located in the urban circuit of Pisa. Given the nature of this work as a first approach, once the building was selected, we 

proceeded with the selection of a ROI on which to conduct our experiment (Fig. 1). All procedures were carried out using a script 

created in the MATLAB environment. The photos of the case study were taken using a smartphone, equipped with a multi-sensor 

camera (108MP + 8MP + 2MP), REDMI Note 11 pro 5g. It uses a 108MP Samsung ISOCELL HM2 1/1.52" sensor with 0.7µm 

pixels and 24mm f/1.9 lens. Small-sized CCD sensors like this are now equipped on many devices, from smartphones to gimbal 

cameras to low-weight drones (<250 g). The images were captured in a single shot using the settings chosen by the onboard AI. 

The images have not undergone any type of processing to balance the white and the electronic noise of the sensor. We have chosen 

to simulate the normal use of a camera of this type (point and click) operated by a non-expert user. Subsequently, the images were 

subjected to a preliminary correction of the perspective and to a cropping. The preprocessed images were visualized, and a single 

image was chosen to be processed through the MATLAB script. We chose to work on a ROI chosen for the presence of two main 

types of geomaterials which also had forms of color alteration due to the nature of the rock and the interaction with the 

environment. The PC used for image processing is an Asus ROG Zephyrus G14 equipped with an AMD Ryzen 7 4000 series 

processor, with 32 GB RAM and a Nvidia Geforce RTX video card with 6 GB dedicated RAM. The entire processing of the 

images took 15 minutes and fifty-five seconds (15':55") with five hundred repetitions of the algorithm (epoch). 

The pre-processed image is loaded into a MATLAB script, where it is converted into the HUE and CIE Lab* color spaces. 

After this step, the three resulting images are decomposed into individual constituent channels, resulting in a dataset of 12 images. 

To further increase the input space for subsequent artificial intelligence (AI) processing, we calculated the images for entropy (E), 

standard deviation (S), and pixel range (R). The primary RGB image is segmented using the Otsu algorithm [22] and the triangle 

method [15]. Subsequently, a peak finding algorithm is used on the grayscale image histogram, which will determine the number of 

clusters to be used for the K-Means segmentation [17]. The twelve images, which represent an expansion of the original R3 space 

into R12, are used as reinforced input for a SOM neural network that will further reduce the space to R4, this is because the 

histogram analysis performed for the SOM has identified the existence of four main clusters of features (Fig. 2). The results 

obtained are analyzed and compared. 

 

A B 

  
Fig. 1. Image of the façade of S. Paolo in Ripa d'Arno with selected ROI (A) and selected ROI (B). 
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Fig. 2. Conceptual scheme of the MATLAB script elaboration. 

 
The SOM network was implemented using twelve images as input. The dataset consists of nine images obtained from RGB, the 

HUE, CIE L*a*b* color space, entropy, local standard deviation and pixel range (Fig. 3). 

 

 
Fig. 3. Structure of the SOM neural network with 12 input images and 4 output segments (R12

→ R4). 

 
As a result of using the SOM type neural network, we obtained 4 segments consisting of logical values (0 and 1, where 0 

indicates the absence of pixels and 1 their presence). These segments topologically represent the areas where a given feature is 

present. 

 
Segment 1 Segment 2 Segment 3 Segment 4 

    
Fig. 4. Segments produced from SOM clustering. 

 
We know from the De Bodt et alii [23] that the random assignment of the initial weights and centroids has no influence on the 

reproducibility of the SOM networks. However, we have devised an empirical method to summarily estimate the reproducibility of 

the network: we repeated the SOM segmentation ten times in a row on the same dataset, choosing a fixed set of ten control pixels 

that fell within the clusters (4) and at the edge of the clusters (6): for the pixels inside the cluster areas there were no assignment 

errors (cluster assignment variation), while for those at the edges of the cluster there was one assignment error out of ten trials 

carried out. 

 

Results and Discussions 

The result obtained by imposing a threshold value in the grey scale, both with the Otsu method and with the triangle method, 

was not satisfactory in our case. The chromatic variation was not clear enough to allow a threshold that would allow to distinguish 

between the two geomaterials present. (Fig. 5) 
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Fig. 5. Results of the tresholding methods: original image (left); triangle method tresholding (center); Otsu Tresholding method (right). 

Using the histogram of the grayscale image to implement an automatic selection of the number of k to be used for the k-means 

algorithm produced a better result in terms of the number of features identified within the ROI. This made it possible to 

automatically identify two main geomaterials and a colour alteration for one of them, for a total of three identified features. (Fig. 6) 

 

 
Fig. 6. Results of the K-Means clustering. The original image (Left). The K-Means clustering (Right): limestones (yellow); sandstones (cyan); 

colour alteration of the sandstones (blue). 

 
Clustering using the k-mean method combined with an algorithm for automatic identification of the number of clusters to 

assign, allowed the two materials to be well separated. There are some inaccuracies probably due to colour variations caused by 

problems of over/under exposure of the image and/or light reflections. In the portion belonging to the sandstones, there are portions 

(in yellow) identified as belonging to the limestones, but which are, in reality, points in which the material has lighter tones and 

close to those typical of limestones. 

The use of the SOM-type artificial neural network has allowed to increase the detail of the clustering, while still maintaining a 

certain level of imprecision (Fig. 7). In the sandstones, there is still a small area classified as limestone, which is a sandstone that 

has a very light colour. 

 

 
Fig. 7. The SOM clustering results (on the right) compared to the original ROI (on the left). Green = Segment 1; brown = Segment 2; blue = 

Segment 3; cyan = Segment 4. 

 
The advantage of this type of system lies in the fact that it automatically produces separate images of the areas as seen in the 

Fig. 4, which have logical values and can be automatically translated into vectorial data useful to produce documentation for 
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restoration [24]. Even if not very precise, the method can produce in a short time and in an automated/semi-automated way useful 

information for professionals to verify, for example, the homogeneity of the chromatic rendering of a restoration intervention or 

even the degree of compatibility between the colours of original and restoration materials. At the same time identifying the relative 

percentage of portions of the masonry in which the chromatic difference is very high (Tab. 1), even within the same material, which 

can compromise the correct reading of the monument from the point of view of the materials, when not observed closely. On the 

scale of images taken with the smartphone camera, it is possible to automatically recognize the presence of two geologic materials: 

limestone falls within segment 1, while sandstones and their surface alterations fall within segments 2, 3, and 4. However, it should 

be noted that surface alterations of sandstones, which appear very light, are assigned by artificial intelligence to segment 1. By 

performing a manual validation check of the results, we estimated that the error rate of automatic material recognition is 

approximately 1%. 

 
Tab. 1. Relative percentage of pixel area occupied by single segments. 

Segments Area in pixel (%) 

Seg1 33 

Seg2 26 

Seg3 24 

Seg4 17 

  

If we consider Tab. 1 and Fig. 7, we can observe that segment 1 covers 33% (±1) of the ROI area, while the area occupied by 

the second geologic material is given by the sum of segments two to four (67%±1) of this area. Of this, 38.81% (±1) exhibits a 

greyish-brown alteration colour, 35.82% (±1) represents an unaltered surface, likely restored, and 25.37% (±1)  exhibits a strong 

darkening. 

 

Conclusions 

In the era of miniaturization and portable devices with large computing capacity and that are increasingly equipped with 

artificial intelligence systems to perform various functions, think about the possibility of implementing algorithms and AI 

dedicated to scientific analysis on some of these devices, might not be so wrong. Several researchers are already working on the 

possibilities offered by small format CCD sensors in image analysis in various fields of application. Our experiment demonstrates 

in a simple way that these devices have enormous potential both when coupled with classical methods of image analysis and when 

coupled with innovative algorithms such as those of artificial intelligence. In our case, we were able to distinguish and map the 

presence of two different materials, which also present chromatic alterations due to the natural degradation of the rock and/or to the 

degradation produced by the interaction between the rock and the surrounding environment. Furthermore, it was possible to 

quantify the relative areas occupied by each geomaterial in the ROI and make some qualitative considerations on the state of 

degradation and conservation of the exposed surfaces.  
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